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Abstract

This award led to six major technical advances during the contract period. Several of
these (approximate planning, dynamic backtracking and limited discrepancy search) promise
to substantially change the way various AI subcommunities solve problems. '

Approximate planning formalizes an approach to planning that, instead of being correct
(every plan returned achieves the goal) and complete (all such plans are returned), is approz-
imately correct and complete, in that most plans returned achieve the goal and that most
such plans are returned. The cached plans used by case-based planners are best thought of
as approximate as opposed to exact, and the approximate approach can be used to attack
planning subgoals separately and then combine the plans generated to produce a plan for
the original goal. The computational benefits of working with subgoals separately have long
been recognized, but attempts to do so using correct and complete planners have failed.

Dynamic backtracking and limited discrepancy search are new approaches to solving
constraint-satisfaction problems of the sort that arise in scheduling and other applications.
Both allow the flexibility of “lateral” movements in the search space, enabling far more
efficient searches and leading to significant performance improvements in systems solving
realistic problems.




1 Technical progress

1.1 Anytime reasoning

Problem: Declarative problem-solving methods cannot be interrupted; they run for an
extended amount of time (since they are typically solving intractable problems) and
then return an answer. This is inappropriate in real-time applications.

Previous solution attempts: Many. Typical are Dean and Boddy’s proposal of a frame-
work but no real mechanism [10] and Elgot-Drapkin and Perlis’s description of a brittle
mechanism that depends critically on the choice of language used in any particular ap-
plication and is likely to be unstable in realistic systems [11].

Key idea: Use modal operators already present in the declarative database as markers for
points at which inference can be suspended and a meaningful partial answer returned.
Computation can be resumed if better answers are needed and more time is available for

. .analysis. Because modal operators have well-defined meanings independent of language
choice, this overall approach is both more robust and more stable than previous work.

Status: Published in the Journal of Automated Reasoning [15].

Impact: In addition to its intrinsic merits, this work is enabling technology. It led directly,
for example, to the development of approximate planning. It should also lead to a
better general methodology for fielding declarative systems in real-time environments.

1.2 Approximate planning

Problem: Existing generative planning tools are unable to debug complex plans in the
face of new information or execution difficulties. They cannot reason in real time, do
not support such crucial objectives as economy of force, serendipity, component reuse
and parallelization, and cannot be used in conjunction with human input (so-called
mized-initiative planning).

Previous solution attempts: The planning community recognizes that the above difficul-
ties can largely be addressed by a system capable of solving subgoals separately and
then merging the results. Unfortunately, no principled planning system functions in
this fashion. Tate’s O-PLAN system separates conjuncts but there is no justification
for the mechanism used [9]. Kambhampati discusses the need for plan debugging but
is unable to address separate conjuncts individually [22]. Plan merging is discussed
by Foulser et.al. but no method is presented for incorporating the technique directly
into a planner [12]. The best known formal methods make no use of plan merging
whatsoever {19, 26]. '

Key idea: It is possible to plan for conjuncts separately if (and only if) one allows for the
possibility that the resulting subplans may interfere when merged. The approximate




planning work formalizes this idea and develops precise analyses that bound the im-
portance of the inaccuracies the merge may introduce. It also provides a mechanism
whereby the inaccuracies can be reduced if additional computational resources are
available.

Status: To appear in the academic literature shortly [14].

Impact: One reviewer of the above paper described it as the most important contribution
to generative planning in almost d& decade. It should substantially change the Al
community’s approach to planning generally, and contribute to the use of well-founded
generative planners in practical applications.

1.3 Dynamic backtracking

Problem: Recording the reason that certain decisions were made can improve the efficiency
of tools that solve constraint-satisfaction problems (such as scheduling). Unfortu-
nately, keeping such justifications has required an amount of memory linear in the run
time, and therefore exponential in the problem size. This has made justification-based
method useless in practice.

Previous solution attempts: None. It was widely believed that no polynomial-space
justification-based algorithm could exist.

Key idea: By retaining only those justifications that constrain the current partial solution,
an algorithm can be developed that is guaranteed to find a solution if one exists while
using only a polynomial amount of memory.

Status: Published in the academic literature [13, 18].

Impact: Several other authors are now pursuing this line of work. Honeywell, for example,
has used the ideas to improve the speed of one of their scheduling tools by an order of
magnitude.

1.4 Multiprobe

Problem: Existing search methods are subject to the “early mistake” problem, where they
spend too much time in blind alleys, pursuing early bad decisions that eventually render
problems insoluble. This difficulty leads to substantial theoretical obstacles and poses
significant practical roadblocks to systems attempting to solve optimization problems
in real time.

Previous solution attempts: A variety of techniques have been proposed, including iter-
ative approaches [17] and stochastic methods [25, 31]. The iterative methods typically
cannot be applied to Boolean problems (of which scheduling is an instance [32]) and
the stochastic methods do not perform well on realistic examples.




Key idea: Multiprobe combines the most successful nonsystematic approach with a limited
amount of systematic search at each node. The stochastic nature of the search over-
comes the early mistakes problem; the limited search at each node overcomes the fact
that existing nonsystematic methods often overlook nearby solutions to the problems
they are trying to solve.

Status: Experimental results on job shop scheduling have shown that a domain-independent
implementation of multiprobe performs comparably to previous methods that have
been carefully tuned to exploit specific properties of toy domains (e.g., linear objective
functions and the absence of state space resource constraints). The work has been

reported in a Stanford Ph.D. thesis [20].

Impact: Because multiprobe does not need to be modified to exploit specific properties
of the domain in question, it is far more robust than earlier approaches. It should
therefore generate immediate improvements in the ability of fielded systems to address
problems that do not satisfy the artificial conditions that other researchers have used
to tune their algorithms. ' o

1.5 Limited discrepancy search

Problem: Like multiprobe, limited discrepancy search is a technique for overcoming the
early mistake problem. It attempts to combine heuristic information about the choices
to be made at each node with a search methodology that moves rapidly from one
portion of the search space to another.

Previous solution attempts: Existing systematic search methods are completely ham-
strung by their need to search the space in some predetermined order. It is clear,
however, that a more effective approach would be to search the space in a “heuristic”
order, examining the nodes in order of the prior probability that they solve the problem
in question.

Key idea: Limited discrepancy does indeed examine the entire search space in heuristic
order. The essential idea is to rank the fringe nodes by their heuristic merit alone and
to then use any of a variety of existing best-first search techniques to search the fringe
of the tree appropriately. Korf’s IDA* technique [23] is the one currently used.

Status: Published in Harvey’s thesis [20] and IJCAI-95 [21]. In addition, limited discrep-
ancy search has been applied to a realistic problem relevant to aircraft manufacture
(provided to CIRL by an employee of McDonnell Douglas Aerospace), and led to sub-
stantial reductions in the length of the shortest known solution schedule.

Impact: As with multiprobe, limited discrepancy search does not need to be modified to
exploit specific properties of the domain in question. Other researchers have already
applied the technique to the toy domain of number partitioning [24], and work is under




way to apply it to TPFDD scheduling and the constraint satisfaction problems arising
in the CTEMS air operations scheduling tool.

1.6 Partition search

Problem: Existing adversarial search methods need to analyze every possible opposing
action separately, even though most of these actions can typically be defeated in the
same fashion.

Previous solution attempts: Adelson-Velskiy et.al.’s method of analogies [1]. This ap-
proach is not used in practice because its formal underpinnings are weak and it fails
to combine opposing actions that are similar but not identical.

" Key idea: Use dependency techniques to automatically identify classes of positions with
identical outcomes, and then back these classes up through the search tree. By doing
so, the transposition tables maintained by adversary search programs can be made
far more effective, leading to an increased number of cache table hits and substantial
reductions in overall run time.

Status: “Partition search” is available as a CIRL technical report [16]. In the toy domain
of bridge, the method leads to order-of-magnitude savings over the best competing
approach.

Impact: Unknown. The consensus of the members of the game-playing community to
whom the method has been described is that it will lead to large computational sav-
ings. There are straightforward arguments that applications to adversarial military
situations should also be possible, but this is difficult to test because we have been
unable to obtain realistic adversarial planning data.
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1. Objective:

@36 .1@UNARR. ------ OBJT.

11 The aim of this research is to develop new ideas on the effective control
of reasoning in real-time and other declarative AI systems. It is propose to
do this by building on the anytime work that has already been supported by
AFOSR as part of the IRTPS effort. Specifically: 1. Developing a formal
framework in which modal operators are viewed not only as interruption
markers but as control markers as well. 2. Showing that existing

control heuristics can be easily recast in this framework. 3. Developing
and exploring new and more general heuristics that can best be expressed
only in this new framework.

2. Approach:

@37 .1@UNARR. ------ APPR.

$$ In the earlier IRTPS effort under an AFOSR grant, it was suggested that
modal operators, in addition to their well-known semantic role in declarative
systems, also played the role of interruption markers, giving semantic
indications of those points at which the analysis of a reasoning system could
be suspended and a partial answer returned. In this proposed effort, this
idea will be pursued further, showing that modal operators also serve to
mark points at which control information can be brought to bear. These two
ideas are closely coupled; it is reasonable to expect that there should be
some identity between the points at which a system can be interrupted to
return a partial answer and the points at which it can be interrupted to
apply control information.

3 Progress:
@38.1@QUNARR. ------ PROG.
See report for abstract




